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1. Eigenvalues

Let A ∈ Rn×n have the eigendecomposition PΛP −1 where Λ ∈ Rn×n is a diagonal matrix with entries
consisting of the eigenvalues λ1, λ2, . . . , λn and P ∈ Rn×n is an invertible matrix. Note that this is equivalent
to stating that A is diagonalizable via the transformation,

P −1AP = Λ. (1)

(a) Show that Am = PΛmP −1, for integer m ≥ 1.

(b) Show that determinant of A is the product of its eigenvalues, i.e.

det(A) =
n∏

i=1
λi. (2)

HINT: We have the identity det(XY ) = det(X) det(Y ).
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2. Invertibility of A>A

In this problem, we show that if the matrix A ∈ Rm×n has a full column rank, then the matrix A>A is invertible.

(a) Show that if a vector ~x is in the null space of A then ~x is in the null space of A>A.

(b) Conversely, show that if ~x is in the null space of A>A then ~x is in the null space of A.

(c) Given that matrix A has a full column rank, what can you say about its null space? What does this imply
about the null space and invertibility of the matrix A>A?

© UCB EECS 127/227AT, Spring 2024. All Rights Reserved. This may not be publicly shared without explicit permission. 2


