1. An optimization problem

Consider the primal optimization problem,

\[ p^\star = \inf_{x \in \mathbb{R}^2} \frac{1}{2} x_1^2 + \frac{1}{2} x_2^2 \]

s.t. \quad x_1 \geq 0 \quad (2)

\[ x_1 + x_2 \geq 2. \]  \quad (3)

First we solve the primal problem directly.

(a) Sketch the feasible region and argue that \( x^\star = (1, 1) \) and \( p^\star = 1 \).

**Solution:** The feasible region is shown in Figure 1 as the green shaded region. The level curves for the function are concentric circles centered around the origin and the objective value increases as we go away from the origin. Thus the optimal point is the point in the feasible region that is closest to the origin and this point is \( (1, 1) \) which gives us \( p^\star = 1 \).

(b) Compute the value of the objective function at its critical points and find \( p^\star \) and \( x^\star \).

**Solution:** The critical points are as follows:

i. Point where gradient of objective function is 0. i.e \( x_1 = 0, x_2 = 0 \). This point is infeasible.

ii. Points at infinity. As we go to infinity along any direction the objective value goes to infinity as well so this cannot be optimal.

iii. Points along the boundary \( x_1 = 0, x_1 + x_2 \geq 2 \). Here the optimal value is given by,

\[ \min_{x_2 \in \mathbb{R}} \frac{1}{2} x_2^2 \quad x_2 \geq 2 \]

The minimum is achieved by \( x_2 = 2 \) and has value 2.

iv. Points along the boundary \( x_1 + x_2 = 2, x_1 \geq 0 \). Here the optimal value is given by,

\[ \min_{x_1 \in \mathbb{R}} \frac{1}{2} x_1^2 + \frac{1}{2} (2 - x_1)^2 \quad x_1 \geq 0 \]

The minimum is achieved at \( x_1 = 1 \) and has value 1. The corresponding value for \( x_2 = 1 \) and by comparing this to values at other critical points we conclude that \( x^\star = (1, 1) \) and \( p^\star = 1 \).

(c) Next we solve the problem with the help of the dual. First, find the Lagrangian \( \mathcal{L}(x, \lambda) \).

**Solution:** We have the partial Lagrangian as

\[ \mathcal{L}(x, \lambda) = \frac{1}{2} \|x\|_2^2 - \lambda (2 - x_1 - x_2) \]
(d) Formulate the dual problem.

**Solution:** The dual problem writes

\[ d^* = \max_{\lambda \geq 0} \min_{x_1 \geq 0} \mathcal{L}(x, \lambda) \]

(e) Solve the dual problem to find \( d^* \) and \( \lambda^* \).

**Solution:** Solving the inner minimization we have the first order optimality condition

\[ x^* - \lambda(-1, -1)^T = 0 \]

This leads to

\[ x^* = \lambda(1, 1)^T \]

Simplifying we have

\[ \max_{\lambda \geq 0} 2\lambda - \lambda^2 \]

Solving we have \( \lambda^* = 1 \) and it follows that \( x^* = (1, 1) \) and that \( d^* = 1 \).

(f) Does strong duality hold?

**Solution:** Yes it does since the primal is convex and Slater’s condition holds.

(g) Find \( p^* \) and \( x^* \).

**Solution:** By strong duality \( p^* = 1 \) and \( x^* = (1, 1) \).

(h) Finally we use KKT conditions to find \( x^*, \lambda^* \). First, Write down the KKT conditions and find \( \tilde{x} \) and \( \tilde{\lambda} \) that satisfy it.

**Solution:** The KKT conditions are

i. (Lagrangian Stationarity) \( \nabla_{\tilde{x}} = 0 \Rightarrow x + (-\lambda_1, 0)^T + (-\lambda_2, -\lambda_2)^T = 0 \)
ii. (Dual Feasibility) $\lambda_1, \lambda_2 \geq 0$

iii. (Primal Feasibility) $x_1 \geq 0$ and $x_1 + x_2 \geq 2$

iv. (Complementary Slackness) $\lambda_1 x_1 = 0$ and $\lambda_2 (2 - x_1 - x_2) = 0$

From the first condition we have that

$$\tilde{x}_1 = \tilde{x}_1 + \tilde{x}_2, \quad \tilde{x}_2 = \tilde{x}_2$$

This implies from the fourth condition that $\tilde{x}_1 (\tilde{x}_1 + \tilde{x}_2) = 0$ which implies $\tilde{x}_1 = 0$. It follows that $\tilde{x}_1 = \tilde{x}_2 = \tilde{x}_2 = 1$ since $\tilde{x}_1 = \tilde{x}_2 = \tilde{x}_2 = 0$ does not satisfy the third condition.

(i) Argue why the optimal primal and dual solutions are given by $x^* = \tilde{x}$ and $\lambda^* = \tilde{\lambda}$.

**Solution:** The primal problem is convex and has strong duality so the KKT conditions are both necessary and sufficient for optimality.

**Aside:** An aside connecting the necessity/sufficiency of the KKT conditions, Slater’s condition, and strong duality.

i. Necessary and Sufficient conditions. A necessary condition for a point to be a local optimum is a condition such that any point that is a local optimum must satisfy this condition. A sufficient condition for a point to be a local optimum means that if a point satisfies this condition, then the point must be an optimal point.

While subtle, notice how different necessity and sufficiency are: if the KKT conditions are necessary, an optimal point must satisfy them but that is not to say there aren’t points that satisfy the KKT conditions but are not local optima. On the other hand, sufficiency means that if you satisfy the KKT conditions then you must be a local optima. In this sense, if you have necessity and sufficiency of the KKT conditions for an optimization problem, you’re in great shape to solve your problem.

ii. Given an arbitrary optimization problem, the KKT conditions DO NOT have to be sufficient or necessary; that is the optimal solution of a problem need not satisfy the KKT conditions.

iii. For an optimization problem, if $x^*$ is a local optima and the problem satisfies strong duality, then the KKT conditions are necessary conditions. This means that there must exist exist $(\lambda^*, \nu^*)$ dual variables satisfying such that $x^*, \lambda^*, \nu^*$ all satisfy the KKT conditions.

iv. There are a few weird/funky regularity conditions for some problems that also imply strong duality and make the KKT conditions necessary for optimality (we never discussed these in class). When the problem is nice and convex, the sledgehammer of constraint qualifications is what we all know and love – Slater’s Condition or Slater’s Constraint Qualification (SCQ). That is not to say there are not others; just that SCQ is the usually the easiest to verify and happens to work in most practical settings.

v. SCQ is also incredible because in addition to providing us a constraint qualification making KKT necessary, it also gives us strong duality. However, we’ll see below that KKT is sufficient for convex problems and that strong duality implies $\iff$ KKT conditions for convex problems as well, i.e. if you have strong duality and convexity the the KKT condition are both necessary and sufficient for optimality of a point.
vi. It is an amazing fact that for convex problems, the KKT conditions are **always sufficient**. Note this is not a statement about SCQ. To prove this, assume we have the convex program

\[
\begin{align*}
\min_x & \quad f_0(x) \\
\text{s.t.} & \quad f_i(x) \leq 0, \quad \forall i = 1, \ldots, m \\
& \quad Ax = b
\end{align*}
\]

Then given \((x^*, \lambda^*, \nu^*)\) that satisfy the KKT conditions, we have

\[
\nabla f_0(x^*) + \sum \lambda^*_i \nabla f_i(x^*) + A^T \nu^* = 0
\]

and \(\lambda^*_i f_i(x^*) = 0\) for \(i = 1, \ldots, m\). Since the \(f_i\) are convex, then

\[
\mathcal{L}(x, \lambda^*, \nu^*) = f_0(x) + \sum \lambda^*_i f_i(x) + \nu^*^T (Ax - b)
\]

is convex in \(x\) and thus \(x^*\) is a minimizer of \(\mathcal{L}(x, \lambda^*, \nu^*)\) (note we need convexity here because if it were non-convex then an \(x^*\) satisfying lagrangian stationarity might not be the global minimizer of the lagrangian). Thus if \(x\) is feasible for the primal problem then

\[
\begin{align*}
f_0(x) & \geq \mathcal{L}(x, \lambda^*, \nu^*) \\
& \geq \mathcal{L}(x^*, \lambda^*, \nu^*) \\
& = f_0(x^*)
\end{align*}
\]

and hence \(x^*\) is a minimizer (using the fact that \(\lambda^*_i f_i(x^*) = 0\) for \(i = 1, \ldots, m\)) to get the equality in the last line.

vii. Slater’s theorem is a statement about when we have strong duality. Having strong duality implies the KKT conditions always hold. To see this if you have strong duality you have the chain

\[
d^* = g(\lambda^*, \nu^*) = \inf_x f_0(x) + \sum \lambda^*_i f_i(x) + \sum \nu^*_i h_i(x)
\]

\[
\leq f_0(x^*) + \sum \lambda^*_i f_i(x^*) + \sum \nu^*_i h_i(x^*)
\]

\[
\leq f_0(x^*)
\]

\[
= p^*
\]

where \(f_i\) are convex and \(h_i\) are affine. Since \(d^* = p^*\) we can infer complementary slackness and infer that \(x^*\) minimizes \(\mathcal{L}(x, \lambda^*, \nu^*)\) by the third line. These combined with primal and dual feasibility are the KKT conditions.

viii. We have

A. Optimality and Strong Duality ⇒ KKT (for all problems)

B. KKT and convexity ⇒ optimality and Strong Duality (for convex problems)

C. SCQ ⇒ Strong duality for convex problems

D. If convexity and strong duality hold then we have: KKT ⇔ optimality.
ix. For more general theory and more discussion on the topic, see the more general Fritz John conditions. The theory concerning these topics is involved enough and can be combined with duality theory to make an entire course worth of material.

2. Complementary Slackness

Consider the problem:

\[
p^* = \min_{x \in \mathbb{R}} x^2
\]

subject to \(x \geq 1, x \leq 2\).

(a) Does Slater’s condition hold? Is the problem convex? Does strong duality hold?

Solution:

We have a strictly feasible point \(x = 1.5\) that lies in the relative interior of the domain of the objective function; thus, Slater’s condition holds. The objective function \(x^2\) is convex and the inequality constraints are affine and thus convex, so the problem is convex. Since Slater’s condition holds and the problem is convex, strong duality holds.

(b) Find the Lagrangian \(L(x, \lambda_1, \lambda_2)\).

Solution: \(L(x, \lambda_1, \lambda_2) = x^2 + \lambda_1(-x + 1) + \lambda_2(x - 2)\).

(c) Find the dual function \(g(\lambda_1, \lambda_2)\) so that the dual problem is given by,

\[
d^* = \max_{\lambda_1, \lambda_2 \in \mathbb{R}_+} g(\lambda_1, \lambda_2).
\]

Solution:

\[
g(\lambda_1, \lambda_2) = \inf_x L(x, \lambda_1, \lambda_2).
\]

Note that \(L\) is convex with respect to \(x\), thus setting the gradient with respect to \(x\) to 0 we obtain, \(x = \frac{\lambda_1 - \lambda_2}{2}\). Thus,

\[
g(\lambda_1, \lambda_2) = -\frac{(\lambda_2 - \lambda_1)^2}{4} + \lambda_1 - 2\lambda_2.
\]

(d) Solve the dual problem in (6) for \(d^*\).

Solution: Let us first try setting gradient with respect to \(\lambda_1\) and \(\lambda_2\) to 0. This gives us,

\[
\frac{\lambda_2 - \lambda_1}{2} + 1 = 0
\]

\[
-\frac{\lambda_2 - \lambda_1}{2} - 2 = 0.
\]

This has no solution. We can see that a quadratic objective function could be unbounded even if it was convex. To get meaningful solutions we must check for optimal values at the boundaries. Checking at boundary \(\lambda_1 = 0\),

\[
g(0, \lambda_2) = \frac{\lambda_2^2}{4} - 2\lambda_2.
\]

This is a concave function so taking gradient with respect to \(\lambda_2\) and setting it to zero we obtain,

\[
-\frac{\lambda_2}{2} - 2 = 0 \quad \Rightarrow \quad \lambda_2 = -4.
\]
This is not feasible so we must check value at $\lambda_2 = 0$. We have $g(0, 0) = 0$. Finally let us check at the other boundary $\lambda_2 = 0$.

$$g(\lambda_1, 0) = -\frac{\lambda_1^2}{4} + \lambda_1. \quad (14)$$

Again this is a concave function so taking gradient with respect to $\lambda_1$ and setting it to zero we obtain,

$$-\frac{\lambda_1}{2} + 1 = 0 \quad (15)$$

$$\implies \lambda_1 = 2. \quad (16)$$

We have $g(2, 0) = -1 + 2 = 1$. Thus $d^* = 1$.

(e) Solve for $x^*, \lambda_1^*, \lambda_2^*$ that satisfy KKT conditions.

**Solution:** We have: From stationarity,

$$\nabla_x L(x, \lambda_1, \lambda_2) = 0 \quad (17)$$

$$\implies 2x - \lambda_1 + \lambda_2 = 0. \quad (18)$$

From primal feasibility,

$$x \geq 1 \quad (19)$$

$$x \leq 2. \quad (20)$$

From dual feasibility,

$$\lambda_1 \geq 0 \quad (21)$$

$$\lambda_2 \geq 0. \quad (22)$$

Finally from complementary slackness,

$$\lambda_1(-x + 1) = 0 \quad (23)$$

$$\lambda_2(x - 2) = 0. \quad (24)$$

First observe that we cannot have $\lambda_1 \neq 0$ and $\lambda_2 \neq 0$ since in this case complementary slackness would not have any feasible solutions for $x$. Next assume that $\lambda_1 = 0, \lambda_2 \neq 0$. Then from complementary slackness, $x = 2$. Substituting this in equation 18, we get $\lambda_2 = -4$ which violates dual feasibility. Next assume that $\lambda_1 = 0, \lambda_2 = 0$. Then from 18 we have $x = 0$ which violates primal feasibility. Finally assume that $\lambda_1 \neq 0, \lambda_2 = 0$. From complementary slackness we have $x = 1$ and from 18 we have $\lambda_1 = 2$ which satisfies dual feasibility.

Thus $x^* = 1, \lambda_1^* = 2, \lambda_2^* = 0$ satisfy KKT conditions.

(f) Can you spot a connection between the values of $\lambda_1^*, \lambda_2^*$ in relation to whether the corresponding inequality constraints are strict or not at the optimal $x^*$?

**Solution:** We have $\lambda_1 \neq 0$ and the corresponding inequality $x \geq 1$ is satisfied with equality (and hence is not strict) at $x^* = 1$.

We have $\lambda_2 = 0$ and the corresponding inequality is strict at $x^* = 1$. The non-zero $\lambda_1$ tells us that if we relax the constraint $x \geq 1$ (for example, to $x \geq 0.9$) we can reduce the objective function further.