
EECS 127/227AT Optimization Models in Engineering UC Berkeley Spring 2024
Midterm

Exam Location:

Print your student ID:

Print And Sign your name: ,
(last) (first) (sign)

Print your discussion sections and (u)GSIs (the ones you attend):

Name and SID of the person to your left:

Name and SID of the person to your right:

Name and SID of the person in front of you:

Name and SID of the person behind you:

1. Honor Code (0 pts)

Please copy the following statement in the space provided below and sign your name.

As a member of the UC Berkeley community, I act with honesty, integrity, and respect for others. I will follow the rules and do this
exam on my own.

If you do not copy the honor code and sign your name, you will get a 0 on the exam.

2. Favorites (2 pts)

(a) (1 pts) What is your favorite book or book series?

(b) (1 pts) Who is the speaker or writer of your favorite inspirational quote?

3. SID (3 pts)

When the exam starts, write your SID at the top of every page. No extra time will be given for this task.

Do not turn the page until your proctor tells you to do so.
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4. Singular Values (10 pts)

(a) (4 pts) Suppose A ∈ R3×2 is a matrix such that A>A is given by

A>A =
[

1/
√

2 −1/
√

2
1/

√
2 1/

√
2

] [
5 0
0 3

] [
1/

√
2 1/

√
2

−1/
√

2 1/
√

2

]
. (1)

What are the singular values of A? Justify your answer(s).
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(b) (6 pts) Suppose that B ∈ R3×2 has singular values 0,
√

2, and
√

7. Let C =
[
B −B 3I3

]
∈ R3×7, where I3 ∈ R3×3 is

the 3 × 3 identity matrix. What are the singular values of C? Show your work and justify your answer(s).

HINT: Consider the matrix CC> ∈ R3×3.
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5. Convex Functions (10 pts)

(a) (4 pts) Show that the function f : Rn → R given by f(~x) .= ‖~x‖2
2 is convex.

NOTE: You may use the gradient and Hessian of f , which were computed in lecture and homework, but the convexity of f

should be proved via “first principles” (zeroth/first/second order conditions, or other equivalent conditions for convexity).

(b) (6 pts) Is the function g : Rn → R given by g(~x) .= e‖~x‖2
2 convex? If g is convex, prove it; if g is not convex, give an

example ~x, ~y ∈ Rn and θ ∈ [0, 1] such that g(θ~x + (1 − θ)~y) > θg(~x) + (1 − θ)g(~y).
NOTE: One (short) solution to this problem does not use gradients or Hessians, but it is fine if yours does. In particular, the
gradient and Hessian of g were derived in homework; if you want to use these quantities, please derive them here. You may
use without proof the gradient and Hessian of f(~x) .= ‖~x‖2

2.
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This is an extra page for scratch work that will not be graded unless you tell us in the original problem space.
The exam will continue on the following page.
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6. Spectrahedron (7 pts)

Let F1, . . . , Fn ∈ Rm×m be symmetric matrices. Define the set S ⊆ Rn, known as a spectrahedron, by

S
.=

~x ∈ Rn

∣∣∣∣∣∣∣∣ ~x =


x1
...

xn

 ,

n∑
i=1

xiFi � 0

 . (2)

Here A � 0 means that A is symmetric PSD. Show that S is a convex set.

HINT: You can use without proof that convex combinations of symmetric PSD matrices are symmetric PSD.
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7. Gradient Descent on Quadratic (6 pts)

Let a, η ∈ R be such that η > 0 and 0 < a < 1/η. Define the function f : R → R by

f(x) .= 1
2ax2, for all x ∈ R. (3)

We run gradient descent on f with constant step size η and fixed initialization x0 = 1 to get iterates (xt)∞
t=0, i.e.,

xt+1
.= xt − η

df

dx
(xt) for all t ≥ 0, and x0 = 1. (4)

Complete the following tasks:

• compute the derivative of f (denoted df
dx or f ′);

• write the update rule for xt+1 in terms of xt, a, and η;

• write an expression for xt in terms of x0, a, η, and t;

• and compute the limit limt→∞ xt.

Show your work and justify your answer(s).
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8. Vector Calculus (14 pts)

(a) (8 pts) Let ~a ∈ Rn be a fixed vector, and b ∈ R be a fixed scalar. Compute the gradient and Hessian of the function
f : Rn → R given by

f(~x) .= sin(~a>~x − b). (5)

Show your work and justify your answer(s).
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(b) (6 pts) Let ~u ∈ Rn be a fixed vector. Compute the Jacobian of the function f : Rn → Rn given by

f(~x) .= (~u>~x)~u. (6)

Show your work and justify your answer(s).

HINT: One (short) solution to this problem starts by rewriting f(~x) as a matrix-vector product, but you can do this problem
any way you want.
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9. Factorizations of PSD Matrices (16 pts)

Let k, n be positive integers, with k ≤ n. In this problem, we prove that A ∈ Rn×n is a symmetric PSD matrix of rank k if and
only if it can be written as A = PP > for some matrix P ∈ Rn×k which has full column rank.

(a) (8 pts) Let A ∈ Rn×n be a symmetric PSD matrix with rank k. Prove that there exists another matrix P ∈ Rn×k with
full column rank, i.e., rank(P ) = k, such that A = PP >.

HINT: Recall that A is a square and symmetric n × n matrix, while P is a tall n × k matrix.
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Let k, n be positive integers, with k ≤ n.

(b) (8 pts) Let P ∈ Rn×k be a matrix with full column rank, i.e., rank(P ) = k. Prove that if we define A
.= PP >, then

A ∈ Rn×n is a symmetric PSD matrix of rank k.

HINT: We know two ways to show that rank(A) = k. One uses the rank-nullity theorem and that N
(
B>B

)
= N (B) for

any matrix B in order to compute the rank of A = PP >. The other uses the SVD of P .
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10. `p Norms (8 pts)

Let n be a positive integer. Recall that for 1 ≤ p ≤ ∞ the `p norm on Rn is defined as

‖~x‖p

.=

(
∑n

i=1 |xi|p)1/p if 1 ≤ p < ∞

maxi∈{1,...,n} |xi| if p = ∞,
for all ~x =


x1
...

xn

 ∈ Rn. (7)

Let A ∈ Rm×n be a matrix. Let ~ri ∈ Rn be the ith row of A, i.e.,

A =


~r>

1
...

~r>
m

 . (8)

Prove the identity
max
~v∈Rn

‖~v‖2=1

‖A~v‖∞ = max
i∈{1,...,m}

‖~ri‖2 . (9)

HINT: The Cauchy-Schwarz inequality may be useful. Think about when equality holds.
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This is an extra page for scratch work that will not be graded unless you tell us in the original problem space.
The exam will continue on the following page.
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11. PCA and Regression (34 pts)

(a) (4 pts) Given the following plot of data inR2 (i.e., each dot is a data point inR2) and candidate unit vectors~v1, ~v2, ~v3, ~v4 ∈ R2,
identify the candidate vectors which could be the first principal component and second principal component of the
data (and specify which is which). You do not need to show your work for this subpart.

~v1

~v2
~v3

~v4
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(b) (6 pts) Suppose we have pairs of data (~x1, y1), . . . , (~xn, yn) ∈ Rd ×R, where n > d. As usual, we arrange these data points
into a matrix and vector, i.e.,

X =


~x>

1
...

~x>
n

 ∈ Rn×d, ~y =


y1
...

yn

 ∈ Rn. (10)

Assume that X is centered, i.e., each column has mean zero: (1/n)
∑n

i=1 ~xi = ~0d, where~0d is the zero vector inRd. Suppose
that X has compact SVD given by X = UdΣdV >

d where

Ud =
[
~u1, . . . , ~ud

]
∈ Rn×d, Vd =

[
~v1, . . . , ~vd

]
∈ Rd×d, Σd =


σ1

. . .
σd

 ∈ Rd×d (11)

where σ1 > σ2 > · · · > σd > 0. From this SVD, identify the top k principal components of the data {~x1, . . . , ~xn} ⊆ Rd,
where k ≤ d. You do not need to show your work for this subpart.

HINT: Recall that the first principal component solves the optimization problem argmax
~w∈Rd : ‖ ~w‖2=1

~w>X>X ~w.
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Let k ≤ d be a positive integer. Suppose the matrix X ∈ Rn×d has rows ~x>
i , i.e.,

X =


~x>

1
...

~x>
n

 ∈ Rn×d. (10)

(c) (4 pts) Suppose that P =
[
~p1, . . . , ~pk

]
∈ Rd×k is a matrix with columns ~pj . Let Z = XP , and let the entries of Z be zij ,

i.e.,

Z =


z11 · · · z1k

...
. . .

...
zn1 · · · znk

 ∈ Rn×k. (12)

Give an expression for zij in terms of ~xi and ~pj . You do not need to show your work for this subpart.
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Let X ∈ Rn×d have compact SVD given by X = UdΣdV >
d where

Ud =
[
~u1, . . . , ~ud

]
∈ Rn×d, Vd =

[
~v1, . . . , ~vd

]
∈ Rd×d, Σd =


σ1

. . .
σd

 ∈ Rd×d (11)

where σ1 > σ2 > · · · > σd > 0. Let k ≤ d be a positive integer, let P ∈ Rd×k be a matrix, and define Z = XP .

(d) (10 pts) Define the matrices Uk, Vk, and Σk as

Uk =
[
~u1, . . . , ~uk

]
∈ Rn×k, Vk =

[
~v1, . . . , ~vk

]
∈ Rd×k, Σk =


σ1

. . .
σk

 ∈ Rk×k. (13)

Suppose that P = Vk, so that Z = XVk. Let λ ≥ 0, and let ~β? ∈ Rk solve the ridge regression problem

~β? .= argmin
~β∈Rk

[
‖Z~β − ~y‖2

2 + λ‖~β‖2
2

]
. (14)

Show that:
~β? = (Σ2

k + λIk)−1ΣkU>
k ~y, (15)

where Ik ∈ Rk×k is the k × k identity matrix.
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Let X ∈ Rn×d have compact SVD given by X = UdΣdV >
d where

Ud =
[
~u1, . . . , ~ud

]
∈ Rn×d, Vd =

[
~v1, . . . , ~vd

]
∈ Rd×d, Σd =


σ1

. . .
σd

 ∈ Rd×d (11)

where σ1 > σ2 > · · · > σd > 0. Let k ≤ d be a positive integer, and define the matrices

Uk =
[
~u1, . . . , ~uk

]
∈ Rn×k, Vk =

[
~v1, . . . , ~vk

]
∈ Rd×k, Σk =


σ1

. . .
σk

 ∈ Rk×k. (13)

Let Z = XVk, and let λ ≥ 0. In part (d), we computed the ridge regression estimate ~β? ∈ Rk as

~β? = (Σ2
k + λIk)−1ΣkU>

k ~y, (15)

where Ik ∈ Rk×k is the k × k identity matrix.

(e) (10 pts) Let ~α? ∈ Rd solve the original ridge regression problem, i.e.,

~α? .= argmin
~α∈Rd

[
‖X~α − ~y‖2

2 + λ ‖~α‖2
2

]
= Vd(Σ2

d + λId)−1ΣdU>
d ~y, (16)

where Id ∈ Rd×d is the d × d identity matrix. (You can assume without proof that the above equality is true.)

Compute
‖X~α? − Z~β?‖2

2, (17)

in terms of the vectors (~ui)d
i=1 and ~y, and the scalars (σi)d

i=1 and λ. Show your work and justify your answer(s).
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This is an extra page for scratch work that will not be graded unless you tell us in the original problem space.
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This is an extra page for scratch work that will not be graded unless you tell us in the original problem space.
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Doodle page!
Draw us something if you want, or give us suggestions or complaints.

You can also use this page to report anything suspicious that you might have noticed.
You can also use this page to write solutions if you need the space, but please tell us in the original problem space.
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Midterm Instructions

Read the following instructions before the exam.

There are 11 problems of varying numbers of points. There are 110 points on the exam, but you will be scored out of 100 points.
You have 120 minutes for the exam. The problems are of varying difficulty, so pace yourself accordingly, do easier problems first, and
avoid spending too much time on any one question until you have gotten all of the other points you can. Problems are not necessarily
ordered in terms of difficulty, so be sure to read all the problems.

There are 24 pages on the exam, so there should be 12 sheets of paper in the exam. The exam is printed double-sided. Do not forget
the problems on the back sides of the pages! Notify a proctor immediately if a page is missing. Do not tear out or remove any of the
pages. Do not remove the exam from the exam room.

No collaboration is allowed, and do not attempt to cheat in any way. Cheating will not be tolerated.

Write your student ID on each page. If a page is found without a student ID, and some pages from your exam go missing, we will
have no way of giving you credit for those pages. All exam pages will be separated during scanning.

You may consult ONE handwritten 8.5”×11” note sheet(s) (front and back). No phones, calculators, tablets, computers, other electronic
devices, or scratch paper are allowed.

Please write your answers legibly in the boxed spaces provided on the exam. The space provided should be adequate. If you still run
out of space, please use a blank page and clearly tell us in the original problem space where to look for your solution.

Unless otherwise specified, show all of your work in order to receive full credit. Partial credit will be given for substantial progress on
each problem.

We will not be able to answer most questions or offer clarifications during the exam.

If you need to use the restrooms during the exam, bring your student ID card, your phone, and your exam to a proctor. You can collect
them once you return from the restrooms.

Our advice to you: if you can’t solve the problem, state and solve a simpler one that captures at least some of its essence. You might get
some partial credit, and more importantly, you will perhaps find yourself on a path to the solution.

Good luck!

Do not turn the page until your proctor tells you to do so.

24


